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CONTRIBUTION

 This paper consolidates that features extracted from the convolutional neural networks (CNN) are very powerful 
descriptors in visual recognition tasks.

2



INTRODUCTION

 The paper answers the widely asked question in Computer Vision which is whether the features extracted from
the CNN ( trained with a diverse ImageNet dataset ) can be a good descriptor for visual recognition tasks.

 Different recognition tasks are performed using publicly available code and model of the OverFeat network.

 OverFeat network is trained on ILSVRC13 [1] (ImageNet Large Scale Visual Recognition Challenge 2013).

 Recognition tasks that are analyzed are given below:

 object image classification

 scene recognition

 fine grained recognition

 attribute detection

 image retrieval
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INTRODUCTION

 Results are achieved using linear support vector machine (SVM) classifier (L2 distance in case of retrieval)
where the feature is the feature vector of size 4096 extracted from the trained OverFeat network.

 The representation is further modified by using data augmentation. for example, jittering (flipping, cropping,
color casting, distortion etc.)

 Results are compared with state-of-the-art systems for each classification task.

 The results proves that features extracted from the CNN are very good descriptor for visual recognition tasks.
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INTRODUCTION
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BACKGROUND

CNN Architecture:

 CNN takes the image as input.

 The convolution layers apply convolution operation to
the input and pass the result to next layer.

 Each convolutional layer is followed by an activation
function for non-linearity.

 The pooling layer (max/average) subsample input in
order to reduce computational load and number of
parameters.

 CNN consists of stacks of convolutional layers and
activation function followed by pooling layers.

 Number of filters increases at higher layers.

 Flatten gives a feature vector that is passed to the fully
connected layers.
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▪ Fully connected layers are regular
feedforward neural network.

▪ Fully connected layers have more parameters
to train.

▪ The final output layer is a prediction layer
Softmax for classification probabilities.

ClassificationFeature extraction



BACKGROUND

7figure: Features extracted from each layer of a CNN



BACKGROUND AND OUTLINE

 Publicly available trained CNN called OverFeat [2] is used.

 The structure of this CNN is similar to Krizhevsky [3].

 The convolutional layers each contain 96 to 1024 kernels 
of size 3x3 to 7x7.

 Half-wave rectification is used as the nonlinear activation 
function. 

 Max pooling kernels of size 3x3 and 5x5 are used at 
different layers to build robustness to intra-class 
deformations.

 The input size for the CNN is 221x221x3
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Basic Structure of OverFeat network



BACKGROUND AND OUTLINE

 OverFeat was trained on ImageNet ILSVRC 2013 and  obtained very good results for the classification task of the 
2013  challenge and won the localization task. 

 ILSVRC13 contains 1.2 million images which are hand labelled with the presence/absence of 1000 categories. 

 The images are mostly centered, and the dataset is considered less challenging in terms of clutter and occlusion 
than other object recognition datasets such as PASCAL VOC.

 In the paper, experiments are conducted on different recognition tasks. 

 The tasks and datasets were selected such that they gradually move further away from the task the OverFeat
network is trained to perform.
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BACKGROUND AND OUTLINE

10figure: ImageNet



VISUAL CLASSIFICATION 

 For the experiments, the first fully connected layer (layer 22) of the network is used as the feature vector. 

 The input for the OverFeat network is images resized to 221x221 and the feature vector dimension of the extracted 
feature from the network is 4096.

 Here two settings have been used:

 The feature vector is further L2 normalized to unit length for all the experiments. Then the 4096-dimensional feature 
vector in combination with a linear Support Vector Machine (SVM) is used for classification tasks (CNN-SVM).

 The training set is augmented by adding cropped and rotated samples and doing component wise power transform 
and is used with a SVM for classification tasks. (CNNaug+SVM).

 For the classification scenarios where the labels are not mutually exclusive a one-against-all strategy I used. In the rest 
of the experiments, one-against-one linear SVMs is used. 

 For all the experiments a linear SVM is used
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IMPLEMENTATION DETAILS

 Precomputed linear kernels with libsvm is used for the CNN-SVM experiments and liblinear for the CNNaug- SVM 
with the primal solver (#samples#dim). 

 Data augmentation is done by making 16 representations for each sample (original image, 5 crops, 2 rotation and 
their mirrors).

 For CNNaug-SVM, signed component-wise power transform is used by raising each dimension to the power of 2. 

 For this case, one-vs-one approach SVM works better than structured SVM for multi-class learning. 
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IMAGE CLASSIFICATION

 The first recognition task that is tested is the image classification of objects and scenes.

 The CNN network is trained with ILSVRC.

 Two different image classification datasets are used for the task. They are below:

 Pascal VOC 2007 : It contains 10000 imagesof 20 classes including animals, handmade and natural. . The
objects are not centered and in general the appearance of objects in VOC is perceived to be more challenging
than ILSVRC.

 MIT-67 indoor scene : It contains 15620 images of 67 indoor scenes. The dataset consists of different types of
stores , residential rooms, public, and working places. The similarity of the objects present in different indoor
scenes makes MIT indoor an especially difficult dataset compared to outdoor scene datasets.
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IMAGE CLASSIFICATION

Pascal VOC 2007 dataset MIT-67 indoor scenes dataset
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IMAGE CLASSIFICATION

 Table 1, shows the results of the OverFeat CNN representation for object image classification.

 The performance is measured using average precision (AP) criterion.

 The results are compared with methods which have used training data outside the standard Pascal VOC 2007 dataset.

 The method outperforms all the previous efforts by a significant margin in mean average precision (mAP).

 It has superior average precision on 10 out of 20 classes.
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IMAGE CLASSIFICATION

 Table 2, shows the results of different
methods on the MIT indoor dataset.

 The performance is measured by the
average classification accuracy of different
classes (mean of the confusion matrix
diagonal).

 Using a CNN off-the-shelf with linear SVMs
training significantly outperforms a majority
of the baselines.

 The few relatively bright off-diagonal points
are annotated with their ground truth and
estimated labels. These labels could be
challenging even for a human to distinguish.
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OBJECT DETECTION

 For the task of object detection,  authors of the paper did not conduct any experiments.

 It is mentioned that Girshick et al. [4] have reported remarkable numbers on PASCAL VOC 2007 using off-the-
shelf features from Caffe code. Using off-the-shelf features, they achieve a mAP of 46.2 which already 
outperforms state of the art by about 10%. 

 This adds to the evidences of how powerful the CNN features off-the-shelf are for visual recognition tasks.

174. R. B. Girshick, J. Donahue, T. Darrell, and J. Malik. Rich feature hierarchies for accurate object detection and semantic segmentation. arxiv:1311.2524 [cs.CV], 2013.



FINE GRAINED RECOGNITION

 Fine grained recognition is a process of recognizing subclasses of the same object class such as different bird species, 
dog breeds, flower types, etc. 

 It requires fine detailed representation to recognize the subtle differences across different subordinate classes (as 
opposed to different categories) 

 Because of this characteristic, fine-grained recognition is considered as a good test to identify of whether a generic 
representation can capture these subtle details.

 Datasets used for this method are:

 Caltech-UCSD Birds (CUB) 200-2011 dataset : It contains 11,788 images of 200 bird subordinates. 5994 images are used for training 
and 5794 for evaluation. Many of the species in the dataset exhibit extremely subtle differences, even hard for humans to 
distinguish. 

 Oxford 102 flowers dataset: It contains 40 to 258 of images of 102 categories of flowers. The flowers appear at different scales, 
pose and lighting conditions. The dataset provides segmentation for all the images.
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FINE GRAINED RECOGNITION

Caltech-UCSD Birds (CUB) Oxford 102 Flowers 
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FINE GRAINED RECOGNITION

 Table 3 shows the results of the CNN-SVM
compared to the top performing baselines
on the Caltech-UCSD 200-2011 dataset.

 Table 4 shows the performance of CNN-SVM
and other baselines on the Oxford flower's
dataset.

 The CNN-SVM outperforms all basic
representations and their multiple kernel
combination even without using
segmentation.
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ATTRIBUTE DETECTION

 Within the context of computer vision, an attribute is defined as some semantic or abstract quality which
different instances/categories share.

 Two sets of datasets are used for attribute detection. They are below:

 UIUC 64 object attributes dataset: There are 3 categories of attributes in this dataset:

 shape (e.g. is 2D boxy)

 part (e.g. has head)

 material (e.g. is furry).

 The H3D dataset: which defines 9 attributes for a subset of the person images from Pascal VOC 2007. The
attributes range from “has glasses” to “is male”.
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ATTRIBUTE DETECTION

 Table 5 compares CNN features performance 
to state-of the-art for UIUC 64 object 
attributes dataset. 

 Table 6 reports the results of the detection 
of 9 human attributes on the H3D dataset 
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VISUAL INSTANCE RETRIEVAL

 The CNN representation is compared to the current state-of-the-art retrieval pipelines including VLAD, BoW, IFV, 
Hamming Embedding, and BoB. 

 Unlike the CNN representation, all the above methods use dictionaries trained on similar or same dataset as they are 
tested on. 

 For a fair comparison between the methods, results posted with relevant order of dimensions and excluded post-
processing.

 Datasets are used for visual instance retrieval are below:

 Oxford 5k building: 5063 reference photos gathered from flickr, and 55 queries of different buildings.

 Paris 6k buildings: 55 queries images of buildings and monuments from Paris and 6412 reference photos. 

 Sculptures 6k: 70 query images and contains 6340 reference images.

 Holidays dataset: contains 1491 images of which 500 are queries. It contains images of different scenes, items and monuments. 

 Uk bench: 2250 items each from four different viewpoints.
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VISUAL INSTANCE RETRIEVAL
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Oxford5k and Paris 6k buildings Holidays Dataset Sculpture 6k



VISUAL INSTANCE RETRIEVAL

 L2 normalized output of the first fully connected layer is used as representation.

 The items of interest can appear at different locations and scales in the test and reference images which made 
spatial search necessary. 

 For each image, multiple sub-patches of different sizes at different locations are extracted. 

 For each extracted sub-patch, its CNN representation is computed. 

 The distance between a query sub-patch and a reference image is defined as the minimum L2 distance between 
the query sub-patch and respective reference sub-patches. 

 The smallest square containing the region of interest is extracted. 

 Feature Augmentation: The extracted 4096 dim features is processed in the following way: 

 L2 normalize → PCA dimensionality reduction → whitening → L2 renormalization → a signed component 
wise power transform and raise each dimension of the feature vector to the power of 2.
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VISUAL INSTANCE RETRIEVAL
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The result for different retrieval methods for 5 datasets: 



OVERVIEW

 Limitations:

 Can not compete VLAD, SIFT for instance retrieval without 3D geometric constraints.

 Strength:

 A good feature representation for classification and recognition problems.

 Considering geometric constraints, works better that VLAD, SIFT for instance retrieval .
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CONCLUSION

 Off-the-shelf CNN representation, OverFeat, with simple classifiers is used to address different recognition tasks.

 The learned CNN model was originally optimized for the task of object classification in ILSVRC 2013 dataset. 

 It showed itself to be a strong competitor to the more sophisticated and highly tuned state-of-the-art methods. 

 The same trend was observed for various recognition tasks and different datasets which highlights the 
effectiveness and generality of the learned representations.

 It can be concluded that, deep learning with CNN has to be considered as the primary candidate in essentially 
any visual recognition task.
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